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Why EcoTaxa at the 
Laboratoire d'Océanographie de Villefranche (LOV)?

Data management 

Streamlining of the user interaction 
(and in particular the use of machine 
learning models) 

Data accessibility and collaboration



Demo

http://ecotaxa.obs-vlfr.fr/prj/859  

http://ecotaxa.obs-vlfr.fr/prj/857 

http://ecotaxa.obs-vlfr.fr/prj/858

http://ecotaxa.obs-vlfr.fr

http://ecotaxa.obs-vlfr.fr/prj/859
http://ecotaxa.obs-vlfr.fr/prj/857
http://ecotaxa.obs-vlfr.fr/prj/858
http://ecotaxa.obs-vlfr.fr
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Machine learning workflow
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306 9. Additive Models, Trees, and Related Methods
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FIGURE 9.2. Partitions and CART. Top right panel shows a partition of a
two-dimensional feature space by recursive binary splitting, as used in CART,
applied to some fake data. Top left panel shows a general partition that cannot
be obtained from recursive binary splitting. Bottom left panel shows the tree cor-
responding to the partition in the top right panel, and a perspective plot of the
prediction surface appears in the bottom right panel.
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Dataset Grouping Random Forest (ZP) Random Forest (SCN) Random Forest (ZP+SCN) SparseConvNet
flowcam group1 82.65% 82.98% 86.64% 69.22%
flowcam group2 82.56% 83.05% 86.54% 68.15%
uvp5ccelter group1 85.89% 79.96% 86.70% 52.36%
uvp5ccelter group2 85.91% 79.74% 86.63% 51.68%
zoocam group1 87.49% 90.30% 92.16% 88.64%
zoocam group2 92.74% 93.46% 95.31% 89.85%
zooscan group1 71.14% 78.90% 79.96% 61.09%
zooscan group2 70.84% 78.22% 79.62% 60.58%
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Why SparseConvNet?

Sparsity 

faster, more efficient 

varying input size 

Factional Max Pooling 

https://www.kaggle.com/c/
datasciencebowl

https://www.kaggle.com/c/datasciencebowl
https://www.kaggle.com/c/datasciencebowl
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Network structure in SparseConvNet

0:Convolution 2^2x1->4 
1:Learn 4->32 VeryLeakyReLU 
2:Pseudorandom overlapping Fractional Max Pooling 1.41421 2 
... ×12 
36:Convolution 2^2x384->1536 
37:Learn 1536->416 VeryLeakyReLU 
38:TerminalPooling 32 1024 
39:Learn 416->448 VeryLeakyReLU 
40:Learn 448->93 Softmax Classification 

Spatially sparse CNN with layer sizes: 1-(TP)-32-(C2)-33-
(POFMP)-47-(C2)-48-(POFMP)-68-(C2)-69-(POFMP)-98-(C2)-99-
(POFMP)-140-(C2)-141-(POFMP)-199-(C2)-200-(POFMP)-283-
(C2)-284-(POFMP)-402-(C2)-403-(POFMP)-570-(C2)-571-
(POFMP)-808-(C2)-809-(POFMP)-1144-(C2)-1145-(POFMP)-1619-
(C2)-1620-(POFMP)-2291-(C2)-2292 
Input-field dimensions = 2292x2292



Usage statistics (as of today)

50M objects 

520 projects 

350 registered users  

92k taxa, 1200 actually used 

10 to 20k classifications/user/day
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Future plans for 

Application 

Fix our 99 github issues ;-) 

Add project-level stats (who classified, 
when, how much, etc.) 

Centralised taxonomy and user 
management 

Choose a taxonomy! 

Centralised image browsing (master vs 
child instances) 

UI overhaul 

API 

Machine learning 

Merge classes before training 

More classic framework (pytorch?) 

Generic trained network (ImageNet) 

Use hierarchy in taxonomy 

Unsupervised clustering of large/diverse 
groups 

Continuous training and prediction 
through active learning 

+ classification embedded on remote 
devices (0.1W per 3Mpx image)



How?

Various collaborations ongoing 

Laboratoire d'Informatique, Signaux 
et Systèmes de Sophia Antipolis (I3S) 

Facebook Artificial Intelligence 
Research (FAIR) 

Google France 

SAP 

BG7-A call, proposal coordinated by 
Ketil!
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Merci


